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Summary

This study addresses a key issue that prevents the wide application of the novel

predominant natural frequency (PNF)-based method for bridge scour monitor-

ing, which is also applicable to the frequency-based health monitoring of other

structures with soil–structure interaction. This issue is that no theory or

method is currently available to guide the prediction of scour depths based on

measured PNFs. The most feasible way is to first measure a few scour depths

and their corresponding PNFs for obtaining the PNF–scour depth relationship,

which is termed the bridge scour characteristic curve (BSCC) in this study, and

then use this BSCC to predict future scour depths with measured PNFs. This

study provides a comprehensive investigation into the BSCC and proposes a

simulation-based optimization approach, in which the whole BSCC, that is,

from light to severe scour conditions, can be predicted with a few measured

scour depth–PNF data points (e.g., 2–4) within a small scour depth range

(e.g., 0.2–0.5 m). The proposed approach integrates the Winkler-based numeri-

cal model into a global optimization technique to predict the whole BSCC to

avoid the use of a closed-form BSCC function, which may not exist. Addition-

ally, the approach can be used to estimate the modulus of subgrade reaction,

which is very hard to obtain at real bridges. The performance of the proposed

approach was evaluated using several practical scenarios with realistic multi-

layered soil conditions. We found that the proposed approach is accurate for

predicting the whole BSCC with four measured points or even less, regardless

of the scour severity for the measurements and the number of the soil layer.

For applications, the influence of random errors in the measurements of PNFs

and scour depths was investigated and concluded to be negligible. This study

sets a solid cornerstone for the maturation of the PNF-based scour monitoring

method and other frequency-based structural health monitoring methods with

soil–structure interaction.
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1 | INTRODUCTION

Bridge scour involves the erosion of soils around the foundations of bridge piers or abutments due to moving water,
especially rapid flows during floods and rainstorms. Statistics indicates that scour is one of the major causes of bridge
failures in the United States.1–3 Over 20,000 bridges in the United States are in danger of failures resulting from
bridge scour according to Gee4 and Yu et al.5 Other statistics shows that 58% of 1502 reported bridge failures during
1966–2005 were caused by bridge scour.6 Therefore, numerous research efforts have been made to develop useful tech-
niques for detecting bridge scour.

Among these efforts, vibration-based scour detection has been gaining momentum.7 The presence of scour alters
the vibration characteristics of bridges/bridge piers due to the stiffness reduction caused by scour. Scour thus can be
detected using the modal analysis of bridges/bridge piers. Significant changes in horizontal modal displacements8 and
modal shapes9 can be induced if scour develops, because scour removes soils around bridge foundations to lose the sup-
port. One also can use other modal parameters to detect scour, including the damage factor of modal shape
curvatures,7,9 modal assurance criterion,10 and flexibility-based deflections.9,10 However, to accurately evaluate the
above modal parameters for scour detection, several sensors and/or numerical simulations of bridges are needed, which
makes scour detection in practice demanding in real-time monitoring. A novel method of utilizing the predominant
natural frequency (PNF) of a bridge pier has been attracting increasing attention recently as this method is relatively
less demanding and can avoid difficulties in installing underwater instruments on or near bridges or bridge founda-
tions, which are needed in other conventional techniques.5,11–16 Instead, as shown in Figure 1, an accelerometer is
installed on the top of a bridge pier to collect the pier's dynamic responses7 for scour monitoring. The hypothesis for
this method is that scour development reduces the stiffness of a bridge pier and thus decreases the PNF of that pier,
which has been verified by both numerical studies17–20 and experimental studies.21–23

The effectiveness of PNF-based scour monitoring has also been discussed to advance this novel method. One practi-
cal concern is how to vibrate a bridge pier for generating valid dynamic signals for data postprocessing to obtain the
PNF of the test pier. Experimental studies21,24 have successfully generated vibration using ambient vibration measure-
ments, such as rapid flows. The effectiveness of this novel method has also been confirmed with complex field condi-
tions, for example, different types of foundations,19,21 fluid–structure interaction,20 and both clayey and sandy soils.25

In addition, numerical results have verified the feasibility of the method for full-scale bridges, for example, Zhang
et al.19 and Ju,20 and even for a more complicated cable-stayed bridge.26 Besides, Li et al.27 confirmed that

FIGURE 1 Conceptual schematic and workflow of PNF-based scour monitoring
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environmental influences on the PNF can be reduced using the nonlinear principal component analysis. This may help
improve the quality of signals picked up in fields for obtaining the PNF.

Despite the above progress, the application of PNF-based scour monitoring at real bridges still far lags behind. Two
unresolved critical questions hinder the application of this novel method in practice. The first question is “whether a
change caused by progressive scour in the PNF of a bridge/bridge pier is significant enough to be identified in field
measurements?” A minor variation in the PNF caused by scour may render this method infeasible in the field. Also,
environmental factors, such as moving vehicles and winds, may also lead to failures in the PNF measurement. The
recent results reported by Prendergast et al.28 showed that the magnitude of changes in the PNF is sufficiently large for
scour severity monitoring and also confirmed that moving vehicles can generate realistic dynamic signals for obtaining
the PNF. Therefore, Steps 1–4 in the conceptual framework of this novel method (see Figure 1) have become feasible by
utilizing moving vehicles for vibration and a wireless technique for signal transmission. However, despite the above
advances, we believe that a solid answer to this question still needs more field tests on real bridge piers to consider the
influence of environmental factors and more studies on the acquisition of the PNF with results from these field tests.

The second critical question is “how can we predict future scour depths with measured PNFs?” This second ques-
tion is essential to the implementation of this scour detection method. Since it is difficult to directly measure scour
depths at real bridges, the most feasible way is to first measure a few scour depths and their corresponding PNFs for
obtaining the PNF–scour depth relationship (Step 5) and then use later measured PNFs for scour depth predictions
based on this relationship (Step 6). Therefore, an in-depth understanding of the PNF–scour depth relationship and the
accurate prediction of this relationship become a key to enabling the wide application of the PNF-based method in
practice. Especially, it is advantageous and highly desirable to accurately predict this relationship with only a few mea-
sured data points (e.g., 2–4). However, rare research has been reported on addressing this need.

To fill this critical knowledge gap, we propose a novel simulation-based optimization approach to predict the PNF–
scour depth relationship with 2–4 field measurements. First, the PNF–scour depth relationships, which are termed the
bridge scour characteristic curve (BSCC) here, are summarized and discussed with existing numerical and experimental
studies to reveal the characteristics of the BSCC. After that, a detailed Winkler-based numerical model and its imple-
mentation are presented and then validated against a documented test. Next, a simulation-based optimization approach
is introduced, which integrates the Winkler-based numerical model into a global optimization technique to predict the
whole BSCC. Finally, the performance of the proposed approach for predicting the whole BSCC with four measured
data points in multilayered soil conditions is assessed. The influences of the number of measured data points and errors
in field measurements on the accuracy of the BSCC prediction are also investigated.

2 | THEORY AND SIMULATION

2.1 | Bridge scour characteristic curve

The BSCC serves as the major constitutive relationship in PNF-based scour detection, which is similar to the role of the
soil water characteristic curve (SWCC) in the application of unsaturated soil mechanics.29,30 To evaluate the BSCC, this
section summarizes and discusses the PNF–scour depth data from existing numerical and experimental studies. The
results can be classified into two types based on the shape of the BSCC. The first type is associated with 3D simulations
employing the PNF of a bridge (Figure 2a,b), which contain the soil mass and fluid–structure interaction. The second
type is found in an experimental study of an open-ended pier and its sprung-beam model simulations (Figure 2c) and
in a numerical study of a vehicle–bridge–soil interaction (VBSI) model (Figure 2d), both of which neglect the soil mass.

As for the first type, the BSCCs obtained in the 3D numerical simulations of Huang et al.31 and Zhang et al.19 in
Figure 2a are nonlinear, no matter the soil's elastic modulus increases or remains unchanged with depths. The 3D sim-
ulation results obtained from Ju20 involving the fluid–structure interaction also yielded nonlinear BSCCs (Figure 2b).
The nonsmooth BSCCs are due to nonuniformly layered soils around the foundations.20 As for the second type, as
shown in Figure 2c, the BSCC from the field study in Prendergast et al.22 is nonlinear. Nonlinear BSCCs were also
obtained in the sprung-beam model simulations to simulate the field test in the same study,22 which employed three
methods (shear wave, CPT, and API) to approximate the lateral stiffness of soils. The VBSI simulation results from
Prendergast et al.28 confirmed the nonlinearity of BSCCs (Figure 2d). Based on the above results, we conclude that the
BSCC is nonlinear.

BAO AND LIU 3 of 21
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These two types of nonlinear BSCCs exhibit different shapes. More specifically, the BSCCs from the 3D simulations
of whole bridges are convex with progressive scour, whereas those from the sprung-beam simulations of single piers are
concave. The reason is that a pier is only a small component of a bridge. Accordingly, the same scour depth will induce
a less significant change in the PNF of a bridge than that of a pier of that bridge, because the scour-induced stiffness
decrease is more obvious in the local component (i.e., the pier) than the bridge, which is also supported by other com-
ponents. From a practical viewpoint, a more significant decrease is more useful to the application of this method. This
is because the greater the decrease in the stiffness, the more likely the change in the PNF can be detected. Therefore, a
pier is preferable to a bridge from this perspective. Another advantage of using the PNF of a pier is that only one accel-
erometer is needed to be installed on the pier, whereas multiple sensors are needed for a bridge. The signals measured
by the accelerometer mainly stand for the dynamic responses of that pier rather than the entire structure of the bridge.

2.2 | Theoretical model and implementation

In this section, a theoretical model of the BSCC of a single pier is presented based on the Winkler theory. We propose a
numerical framework here to implement the model rather than use the commercial code with a purpose for obtaining
fast solutions (within seconds) and flexibility in an automated sensitivity analysis. The efficiency and flexibility of the
proposed model are needed for the following simulation-based optimization for predicting the BSCC. The numerical
solutions serve as a mapping from inputs, for example, soil properties, to outputs, for example, BSCCs. This mapping

FIGURE 2 Relationships between the PNF and scour depth: (a) Huang et al.31 and Zhang et al.,19 (b) Ju,20 (c) Prendergast et al.,22 and

(d) Prendergast et al.28
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replaces the role of mathematical functions in conventional curve fitting processes. In addition, unlike most previous
studies with the finite element method, for example, Prendergast et al.,22 the numerical model developed in this
section will be discretized and solved with the finite difference method by coding using MATLAB. The procedure for
numerically implementing the model will also be detailed, such that the results presented in this study could be easily
reproduced. The detail of the model and its implementation is introduced in the following.

A bridge pier with a deck partially embedded in a soil can be simplified as a beam-elastic foundation model,32,33 in
which the lumped mass on the top of that beam is used to represent the superstructure.34 According to Wang et al.,35

the motion of a beam fully embedded in a semi-infinite linearly elastic medium satisfies

m€uþ c _uþEIu0000 � j€u00 þk0u¼

pd�
h
2

u0k0uð Þ0|fflfflfflfflfflffl{zfflfflfflfflfflffl}
quadratic nonlinear term

�EI u0 u00ð Þ2þ u0ð Þ2u000
h i0

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
cubic nonlinear term

� u0

2

ðx
l
m

∂2

∂t2

ðx
0
u0ð Þ2dxdx

� �0
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

cubic nonlinear term

ð1Þ

where u is the lateral deflection (m); _u and u0 denote the first derivatives of u with respect to time and the spatial coor-
dinate (along the axis of the beam), respectively; m is the mass per unit length (kg/m) for the beam with the same cross
section; pd is the external distributed load (N/m); c is the damping; EI is the flexural rigidity of the beam (kN/m2);
j¼ Ð

Ac

ρby
2dAc is the rotary inertia, in which Ac is the cross-sectional area of the beam (m2), and ρb is the beam density

(kg/m3); and k0 is the modulus of subgrade reaction (N/m2). The three right-most terms on the right-hand side of Equa-
tion 1 are nonlinear terms.

Equation 1 excludes the fluid–beam interaction. This exclusion is reasonable because Ju20 confirmed that the
difference between the PNFs calculated with water and without water is negligible (Figure 2b). The soil-pier interaction
in Equation 1 is formulated using the Winkler theory, which has been widely used in foundation engineering
practice.36–38 The hypothesis of the Winkler theory is that, as shown in Figure 3, the soil can be represented using a
series of unconnected and concentrated springs perpendicular to the pier.37 A test pier embedded in a soil is modeled
using a series of beam elements. The bridge deck is formulated with a lumped mass on the top.

If we neglect all nonlinear, high-order, damping and external load terms, Equation 1 can be simplified into

m€uþEIu0000 � j€u00 þk0u¼ 0: ð2Þ

FIGURE 3 Schematic of the beam-elastic foundation model with lumped mass
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Equation 2 describes the linearly undamped free vibration of a beam fully embedded in a semi-infinite linearly elas-
tic medium. However, a real bridge pier is partially embedded in the ground. To account for this condition, Equation 2
is extended to a piecewise function as shown in Equations 3 and 4, in which k0 only exists in the embedded part of the
beam, because there is no interaction between the exposed part of the beam and the soil:

m€uþEIu0000 � j€u00 ¼ 0 d≤ x ≤ l, ð3Þ

m€uþEIu0000 � j€u00 þk0u¼ 0 0≤ x ≤ d, ð4Þ

where d and l are the embedded length (m) and the total length (m) of the beam (see Figure 3), respectively. To obtain
the PNF of the beam, the modal analysis was conducted using Equations 3 and 4. This analysis is equivalent to the nat-
ural frequency spectrum analysis of dynamic data measured at the beam. The general solution to this motion equation
can be assumed of the form, u=Ueiωt, where ω is the angular natural frequency of the beam and U is the modal shape
function. Substituting this general solution into Equations 3 and 4, we obtain

EIU 0000 þ jω2U 00 �mω2U ¼ 0 d≤ x ≤ l, ð5Þ

EIU 0000 þ jω2U 00 þ k0�mω2
� �

U ¼ 0 0≤ x ≤ d: ð6Þ

For convenience, the above piecewise equations are rewritten into a general form of eigenvalue problems:

V 0000 þω2 j
EI

V 00 �m
EI

V

� �
¼ 0, ð7Þ

U 0000 þ k0
EI

Uþω2 j
EI

U 00 �m
EI

U

� �
¼ 0, ð8Þ

where U is the modal shape function for the embedded part and V is the modal shape function for the exposed part.
Once ω is calculated as the solution to the above eigenvalue problem with specified boundary conditions, the natural
frequency of the beam, f, can be simply computed using f=ω/2π. The boundary conditions for the pier shown in
Figure 3 are formulated as

Exposed part
V 00

x¼lj ¼ 0,

V 000
x¼lj ¼ 0,

	
ð9Þ

Continuous part

U x¼dj ¼V x¼dj ,

U 0
x¼dj ¼V 0

x¼dj ,

U 00
x¼dj ¼V 00

x¼d,j
U 000

x¼dj ¼V 000
x¼d,j

8>>><
>>>:

ð10Þ

Embedded part
U 00

x¼0j ¼ 0,

U 000
x¼0j ¼ 0:

	
ð11Þ

Equations 7 and 8 with boundary conditions in Equations 9–11 were discretized and solved using the finite differ-
ence method.

Substituting Taylor series expansion approximations (see Equations A1 and A2) into Equation 7, we obtain a system
of linear equations:

Cþω2D
� �

Vf g¼ 0, ð12Þ

6 of 21 BAO AND LIU
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where C and D are tridiagonal matrices, and {V}= [V1,V2,…,Vi]
T, in which i is the maximum index of V. A similar pro-

cedure can be taken to obtain another system of linear equations for U in the soil:

Aþω2B
� �

Uf g¼ 0, ð13Þ

where A and B are tridiagonal matrices, and {U}= [Ui+1,Ui+2,…,Un� 1,Un]
T, in which n is the sum of the maximum

indices of V and U.
The incorporation of the boundary conditions formulated by Equations 9–11 into Equations 12 and 13 is crucial in

the discretization. Equation 12 includes the second and third derivatives of V. By applying the Taylor series expansion
for V to Equation 9 and then substituting the discretized form of Equation 9 into Equation 12, we obtain the matrix for-
mulation for the exposed part of the beam:

1 �2 1 0 � � � 0

�2 5 �4 1 � � � 0

1 �4 6 �4 . .
.

0

0 1 �4 6 . .
.

1

..

. ..
. . .

. . .
. . .

. �4

0 0 0 1 �4 6

2
66666666666664

3
77777777777775

þ

0
BBBBBBBBBBBBB@

ω2

2CCþDD 0 0 � � � 0 0

CC DD CC � � � 0 0

0 CC DD . .
.

0 0

0 0 CC . .
.

CC ..
.

..

. ..
. . .

. . .
.

DD CC

0 0 0 0 CC DD

2
66666666666664

3
77777777777775

1
CCCCCCCCCCCCCA

V1

V2

V3

..

.

Vi�1

Vi

2
6666666666664

3
7777777777775
¼ 0,

ð14Þ

where CC=Δx2j/EI and DD= � (Δx4m+2Δx2j)/EI. Similarly, the boundary condition formulated by Equation 11 can
be incorporated into Equation 13 to obtain the matrix formulation for the embedded part:

BB NN 1 0 … 0

NN BB NN 1 � � � 0

1 NN . .
. . .

. . .
. ..

.

..

. . .
. . .

.
BB NN 1

0 0 1 NN BB�1 2þNN

0 0 0 1 �2 BBþ2NNþ3

2
6666666666664

3
7777777777775
þ

0
BBBBBBBBBBBB@

ω2

DD CC 0 � � � 0 0

CC DD CC � � � 0 0

0 CC DD . .
.

0 0

0 0 . .
. . .

.
CC ..

.

..

. ..
. . .

.
CC DD CC

0 0 0 0 0 2CCþDD

2
66666666666664

3
77777777777775

1
CCCCCCCCCCCCCA

Uiþ1

Uiþ2

Uiþ3

..

.

Un�1

Un

2
6666666666664

3
7777777777775
¼ 0,

ð15Þ
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where BB= 6+Δx4k0/EI and NN= � 4. The real test pier needs to be continuous and smooth; therefore, the continuity
between the exposed part and the embedded part needs to be ensured. For the purpose, the boundary condition in
Equation 10 defines that the modal shape at the bottom of the exposed part, that is, Vi, is equal to that at the top of the
embedded part, that is, Ui+1.

Two steps were taken to obtain the complete matrix of the system. The first step was to utilize the same coefficient
in the matrix for variables in the lines of Vi and Ui+1 to make Vi=Ui+1. Second, the coefficients of Vi� 1 and of Ui+2 in
the matrix were rearranged to avoid using Vi and Ui+1 twice because Vi=Ui+1. The diagonal matrix of the whole system
including the boundary conditions in Equations 9–11 is obtained as below:

1 �2 1 0 … 0 � � � � � � � � � � � � � � � 0

�2 5 �4 1 � � � 0 . .
. . .

. . .
. . .

. . .
. ..

.

1 �4 6 �4 . .
.

0 � � � . .
. . .

. . .
. . .

. ..
.

0 1 �4 6 . .
.

1 0 � � � . .
. . .

. . .
. ..

.

..

. ..
. . .

. . .
. . .

. �4 0 1 0 . .
. . .

. ..
.

0 0 0 1 NN BB 0 NN 1 0 . .
.

0

0 � � � 0 1 NN 0 BB NN 1 0 � � � 0

0 . .
. � � � 0 1 0 NN BB NN 1 � � � 0

..

. . .
. . .

. . .
. . .

. . .
.

1 NN . .
. . .

. . .
. ..

.

..

. . .
. . .

. . .
. . .

. . .
. . .

. . .
. . .

.
BB NN 1

..

. ..
. . .

. . .
. . .

. . .
.

0 0 1 NN BB�1 2þNN

0 � � � � � � � � � � � � � � � 0 0 0 1 �2 BBþ2NNþ3

2
666666666666666666666666666666666664

3
777777777777777777777777777777777775

þ

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

ω2

2CCþDD 0 0 … 0 0 � � � � � � � � � � � � � � � 0

CC DD CC … 0 0 . .
. . .

. . .
. . .

. . .
. ..

.

0 CC DD . .
.

0 ..
. . .

. . .
. . .

. . .
. . .

. ..
.

0 0 CC . .
.

CC 0 . .
. . .

. . .
. . .

. . .
. ..

.

..

. ..
. . .

. . .
.

DD CC 0 . .
. . .

. . .
. . .

.
0

0 0 0 0 CC DD 0 CC 0 . .
. . .

.
0

0 . .
. � � � 0 CC 0 DD CC 0 . .

. . .
. ..

.

..

. . .
. . .

. . .
.

0 0 CC DD CC . .
. . .

. ..
.

..

. . .
. . .

. . .
. . .

. . .
.

0 CC DD . .
. . .

. ..
.

..

. . .
. . .

. . .
. . .

. . .
. . .

.
0 . .

. . .
.

CC 0

..

. ..
. . .

. . .
. . .

. . .
. . .

. . .
. . .

.
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The first primary eigenvalue of Equation 16 can be obtained as the PNF of the pier. The discretization and eigen-
value solutions were implemented with MATLAB. The validation of the model against documented measurements will
be introduced in the following.
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2.3 | Validation of numerical framework

The proposed numerical framework was validated against a documented test. Prendergast et al.22 conducted a field test
at a dense sand site to investigate the change in the PNF of a pier with progressive scour. The test pier is an open-ended
steel pier partially embedded in a sand stratum. The in situ measured PNFs of this steel pier were utilized for the valida-
tion. The soil properties used in the simulations were obtained from Prendergast et al.22 The lateral stiffness of the soil
was derived from the small-strain stiffness method (SSSM; see Appendix A). This method was adopted in the current
study because the comparison results22,39 showed that the SSSM has better PNF predictions than the API p–y curve
approach when compared to the experimental data. As shown in Figure 4, the Winkler-based PNFs computed using the
proposed numerical framework are very close to the measured PNFs, which demonstrates the high accuracy of the pro-
posed numerical framework. The experimental results in Figure 4 are the same as those plotted in Figure 2c. We also
can see from Figures 2c and 4 that the computed PNFs in the current study via the finite difference method are close to
PNFs computed by Prendergast et al.22 via the finite element method. It is noted that the proposed numerical model in
Section 2.2 is needed for the following simulation-based optimization approach for predicting the BSCC (see Figure 5),
where the numerical solutions calculated by the proposed numerical model will serve as a mapping from inputs, for
example, soil properties, to outputs, for example, BSCCs.

2.4 | Simulation-based optimization

Simulation-based optimization is the integration of numerical simulations into optimization techniques for predicting
unknown parameters in the simulations.40 In civil engineering, optimization can be integrated into simulations for
predicting geotechnical parameters that are difficult to obtain via experiments41,42 and can be utilized for identifying
defects in structures for structural health monitoring.43,44 A global optimization technique is needed when the behavior
of a system is highly nonlinear, such as the BSCC. The global optimization technique adopted in this study is the multi-
start method. This method will restart the search from a new solution once a region has been extensively explored.45,46

The solution is improved in each restart process to find the global minimum of its objective function rather than the
local minima according to specified criteria.47 Mathematically, a global optimization problem with variable bound con-
straints can be expressed as

min
x � ϑ

g xð Þ, ϑ�Rn andxu ≥ x≥ xl, ð17Þ

where g(x) is the objective function, ϑ is the feasible domain, xu and xl are the upper and lower bounds in the feasible
domain, and x is the vector within the bounds. If g(xopt)≤ g(x) 8 x� ϑ, xopt is the global minimum of that objective

FIGURE 4 Comparison between PNFs computed by the

proposed numerical model and PNFs measured by Prendergast

et al.22
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function. In this global optimization technique, the nonlinear least-squares algorithm was adopted to calculate g(x);
therefore, g xð Þ¼P

i
F x,xdataið Þ�ydataið Þ2, where xdata is the input (e.g., k0), ydata is the output (e.g., BSCC), and F(x)

is the analytical curve fitting function.
Theoretical formulations for geotechnical problems, such as Equation 2, are usually highly nonlinear, leading to a

difficulty in finding an analytical solution. Under this condition, no closed-form function is available for the direct
acquisition of F(x) used by g(x) in this study. To address this issue, the numerical solution to Equation 16 with the pro-
posed numerical framework (simulation group in Figure 5), which serves as F(x), was implemented to predict the
unknown parameters via optimization by minimizing the difference between predictions and measurements via
the search of the best objective value in the optimization process. Preassumed values of the unknown parameters
(e.g., k0) were modified to approximate the true values in the global optimization process. The detailed process is intro-
duced in the following.

The simulation-based optimization approach shown in Figure 5 starts with the simulation group (right), in which
the governing equation together with the boundary conditions is discretized and the unknown parameters (e.g., k0) are
declared. The simulation group also requires the guesses from the global optimization technique as the input. In the
global optimization group (right), the discretized form of the numerical model (i.e., simulation group) is then declared
as F(x). We also set up bounds and generate guesses for k0. Simultaneously, we enter measured data points, that is,
PNFs and scour depths. The initial or adjusted guess of k0, depending on whether it is the initial run, is sent to the sim-
ulation group to compute PNFs under given measured scour depths. The computed PNFs by employing this initial/
adjusted guess are compared with given measured PNFs. If the stop criterion is satisfied, the initial guess is the best pre-
diction for k0. Otherwise, the initial guess will be adjusted and sent to the simulation group again to search for a better
prediction for k0 by minimizing the difference between the computed PNFs (obtained by the adjusted guess of k0) and
the given measured PNFs. This process is repeated until the stop criterion is satisfied. At that time, the global minimum
is found, and the corresponding guess of k0 is the best prediction. With a very strict criterion, this best prediction can be
deemed to be close to the true solution. Accordingly, the BSCC obtained with the above process is accepted as the
real BSCC.

FIGURE 5 Flowchart of simulation-based optimization for BSCC prediction

10 of 21 BAO AND LIU

 15452263, 2021, 8, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/stc.2773 by U

niversity O
f V

irginia C
laude M

oore, W
iley O

nline L
ibrary on [06/05/2025]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



3 | RESULTS AND DISCUSSION

3.1 | Description of simulation-based optimization cases

This subsection describes the cases and assumptions for evaluating the performance of simulation-based optimization
in predicting whole BSCCs. The system simulated by the numerical model consists of a pier and a superstructure on its
top (see Figure 6) to model a simply supported beam bridge with a monopile foundation according to Mylonakis et al.34

and Cao and Yuan.48 A cylindrical pier was chosen because this type of pier has serious scour issues, for example, scour
depth over 6 m, according to field measurements reported by Mueller and Wagner.49 A pier diameter of 4.3 m and a
length of 16.5 m were adopted based on the bridge pier cases in Mueller and Wagner.49 The embedded length of the
pier in the soil was selected to be 13 m to cover a large range of the PNF variation with scour depths according to the
guide provided in CDOESTO.50

Physical soil and pier material properties used for simulation-based optimization are detailed in Figure 6. Multilay-
ered soils were adopted to approximate realistic soil conditions according to Mylonakis et al.34 and Ashford and
Juirnarongrit.51 Four scour cases from light to severe scour conditions in Figure 6 for four representative local scour
depth ranges in the BSCC were considered. The modulus of subgrade reaction k0 was declared as the unknown geotech-
nical parameter considering that k0 is needed to calculate the soil stiffness (detailed in Appendix A) but very difficult to
obtain at real bridges. EI and ρb needed for solving Equations 3 and 4 could usually be determined by checking bridge
foundation design documents and thus are treated as known parameters in this study. Four measured scour depths and
their corresponding PNFs are needed as the input. According to the strategy in Zhang et al.,42 numerically computed
PNFs with true k0 (calculated with Equation A4 based on measured Es in Table 2)22 were treated as “measured PNFs”
for each case in Table 1. Therefore, the measurement points are accurate, except for the computational truncation
error.

3.2 | BSCC prediction with multilayered soils

The prediction of the whole BSCC with multilayered soil conditions is assessed in this subsection. The assessments start
from the simplest scenario (one layer) to complicated ones (two and three layers). The characteristics of the soils and
settings for simulation-based optimization are summarized in Table 2. The lower and upper boundaries for k0 were cal-
culated using the elastic modulus of the soil (unit: MPa, see Equation A4) according to in situ measurements in the
sand stratum from Prendergast et al.22 as follows: [100, 200] for one layer, [100, 500] for two layers, and [100, 500] for
three layers. This ensures a large variation of soil properties, so that the true k0 is located in the defined ranges. The

FIGURE 6 Numerical model for a realistic case
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initial guess of k0 was obtained by generating a random number in the defined ranges for practical purposes, which can
overcome the uncertainty caused by the effect of the initial guess on the prediction accuracy.

For one soil layer, Figure 7 shows the variation of the objective function value to find the best objective value
(i.e., stop criterion) after 500 function evaluations for Case 1. It is seen that the best objective value is below 10�5. In
Figure 8, the predicted BSCC for Case 1 almost overlaps with the true solution. Perfect agreements between the
predicted BSCCs and the true solution are also observed in Cases 2–4 in Figure 8. Because the soil top surface for Case
2 is at the location where the scour depth is 3.4 m (Point 1 in Table 1), no PNFs will be obtained above Point 1 in
Case 2. Thus, the predicted BSCC excludes the segment of the BSCC above that, so is that in Cases 3–4. The coefficient
of determination R2 is nearly equal to 1 in all cases (R2 > 0.999999), which quantitatively confirms the excellent
prediction.

This good agreement is also reflected by the comparison between the predicted and true k0.The predicted value of k0
in Table 2 is almost the same as the true k0, and its relative error is about 0.4‰. The results in Figure 8 and Table 2
prove that the predictions of the whole BSCCs for one soil layer using simulation-based optimization are highly
accurate.

The predicted values of k0 for two and three soil layers are also tabulated in Table 2. After 800 function evaluations,
the objective value is below 10�5. The predicted values of k0 for Layer 2 in two soil layers in Cases 1–4 are very close to
the true values with a relative error of 0.67‰, while the predicted values of k0 for Layer 1 are different from the true
value to some extent. This phenomenon is also observed in the results for the cases with three soil layers. The predicted
values of k0 for Layer 3 in Cases 1–4 are very close to the true value, while the values differ in Layers 1 and 2. This is
possibly caused by the high nonlinearity of the system. Another possible reason is that Es increases from Layer 1 to the

TABLE 2 Settings and results for multilayered soils

Parameter

Soil layer scenario

One layer

Two layers Three layers

Layer 1 Layer 2 Layer 1 Layer 2 Layer 3

Depth (m) 13 7.1 5.9 3.5 4.5 5

Elastic modulus Es (MPa) 135 135 202.5 135 202.5 337.5

Initial guess k0 (MPa) 108.20 126.00 126.00

Lower boundary k0 92.60 92.60 92.60

Upper boundary k0 196.00 529.46 529.46

Evaluation number 500 800 800

True k0 128.1762 128.1762 198.8717 128.1762 198.8717 345.8670

Predicted k0 Case 1 128.2287 328.4946 199.0068 253.5750 405.0451 346.0677

Case 2 128.2299 328.4946 199.0068 253.5750 405.0451 346.0605

Case 3 128.2304 328.4946 199.0068 253.5750 405.0451 346.0601

Case 4 128.2304 384.3834 198.8198 101.1529 242.3166 345.9264

TABLE 1 Cases used for simulation-based optimization

Case Stage

Measurement points

Point 1 Point 2 Point 3 Point 4

Scour depth (m) PNF (Hz) Scour depth PNF Scour depth PNF Scour depth PNF

1 Stable 0.00 7.41 0.10 7.22 0.20 7.12 0.30 7.03

2 Medium 3.40 4.01 3.50 3.95 3.60 3.88 3.70 3.82

3 Critical 6.70 1.84 6.80 1.80 6.90 1.75 7.00 1.71

4 Risky 10.00 0.51 10.10 0.48 10.20 0.46 10.30 0.44
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bottom soil layer in the cases with two and three soil layers. Es determines k0 (see Equation A4), and the bottom soil
layer has the highest value of Es. Under this condition, the bottom soil will provide much more contribution of the stiff-
ness to the system than the near-surface soil because the PNF mainly depends on the elastic modulus at the bottom39

FIGURE 7 Variation of objective function value using simulation-based optimization for one soil layer: (a) Case 1, (b) Case 2, (c) Case

3, and (d) Case 4

FIGURE 8 BSCC predictions for one soil layer
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(in other words, the PNF is determined by the stiffness of the whole bridge pier–soil system rather the soil component
only, so the bottom boundary constraints of the pier by the third soil layer can affect the PNF more significantly than
the stiffness contribution from the near-surface soil). Therefore, when the predicted k0 value in the bottom soil layer is
close to the true one, this situation very likely leads to the predicted PNFs comparable to the measured ones, regardless
of k0 values in the near-surface soil layers. However, the predicted whole BSCCs for two and three soil layers are in still
good agreement with the true solution, as shown in Figure 9. In the zoom-in view, the predicted BSCCs completely
overlap the true solution, regardless of scour depth ranges (scour severity). Moreover, the predicted BSCCs are very
smooth at the interface between the two layers (Figure 9b), where k0 and Es are discontinuous. For all cases, the coeffi-
cient of determination R2 is extremely close to 1 (R2 > 0.999999). This indicates that the predictions of the whole BSCC
with multilayered soils using simulation-based optimization are also highly accurate. Although the predicted values of
k0 for Layer 1 in two soil layers and for Layers 1 and 2 in three soil layers are different from the true solutions, the
predicted k0 value in the bottom soil layer with the proposed approach is close to the true one (see Table 2). As
explained above, the contribution of the stiffness from the bottom soil mainly determines the PNF in the BSCC. Thus,
the difference in k0 predictions in the near-surface soil layers does not affect the BSCC prediction accuracy in using the

FIGURE 9 BSCC predictions with multilayered soils: (a) two

soil layers and (b) three soil layers
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simulation-based optimization approach for PNF–scour detection. The above results were confirmed with more study
cases, all of which yielded similar successes. Therefore, we prove that the proposed simulation-based optimization
approach is capable and reliable in the prediction of the whole BSCC with multilayered soil conditions in any scour
depth ranges, regardless of the scour severity for the measurements and the number of the soil layer.

3.3 | Effect of the number of measurements on prediction accuracy

The effect of the number of measurements on the prediction accuracy is discussed in this subsection. The purpose is to
investigate the dependency of the prediction accuracy for k0 values in the multilayered soils. It is also helpful to exam-
ine the accuracy of the whole BSCC prediction using less than four measured points, which is highly desirable from a
practical viewpoint.

Two and three soil layer conditions were studied based on the scour condition of Case 1. The number of measure-
ments was considered from 2–15 points with 0.1 scour depth increment that is the same as that in Table 1. Thus, the
range of scour depths considered here was 0–1.4 m. As shown in Table 4, increasing the number of available measured
points does not lead to more accurate predictions for the values of k0. However, an interesting finding was obtained in
the predictions of BSCCs in Figure 10a,b. The BSCCs predicted with less measured points, that is, two measured points
for two soil layers and three measured points for three soil layers, coincide with not only those predictions using more
measured points but also the true solution. The true solution in Figure 10 is the same as that in Figure 9 determined
using the predetermined k0 via the testing data explained in Section 3.1. We also evaluated the effect of the measure-
ment number with Cases 2 and 4 for medium and risky scour stages and showed the results in Figure 10c,d. Similarly,
the BSCCs predicted with two measured points for two soil layers and three measured points for three soil layers coin-
cide with the true solution. These two figures also plot the predicted BSCCs prior to the initial scour depth, that is, the
BSCC part before 3.4 and 10 m for two and three soil layers, respectively. The parts are shown in the figures divided by
the vertical dashed line. The good match indicates that the proposed approach is capable of using measurements from
the risky scour stage to accurately predict the whole BSCC. The predicted BSCC also includes the range of scour depths
for the previous stable scour stage. Figure 10 shows that the whole BSCC can be accurately predicted as long as a given
“minimum criterion” is satisfied: the number of measurements needs to be equal to or larger than that of the unknown
parameters (i.e., k0 in each soil layer). Such a finding is useful to guide the proposed approach in practice as the number
of needed data points from the field can be reduced if the minimum criterion is satisfied.

TABLE 4 Effect of using the number of measurements on predicted k0

Parameter

Two soil layers Three soil layers

k0 (MPa) k0 (MPa)

Layer 1 Layer 2 Layer 1 Layer 2 Layer 3

Evaluation number 800 800

True value 128.1762 198.8717 128.1762 198.8717 345.867

Predicted value Case 1 2 points 328.4946 199.0068 -

3 points 328.4946 199.0068 253.575 405.0451 346.0674

4 points 328.4946 199.0068 253.575 405.0451 346.0677

8 points 328.4946 199.0068 253.575 405.0451 346.0639

15 points 328.4946 199.0068 253.575 405.0451 346.0626

Case 2 2 points 328.4946 199.0068 -

4 points 328.4946 199.0068

Case 4 3 points - 101.1529 242.3166 345.9264

4 points 101.1529 242.3166 345.9264

Note: k0 values here are predicted for each soil layer rather than measurement data points.
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3.4 | BSCC prediction considering measurement errors

Errors are inevitable in field measurements. Such errors need to be taken into consideration, so that the proposed
simulation-based optimization approach can be a practical tool in real-world scour monitoring applications. In this sub-
section, we investigate the influence of the errors in the measurements of the PNF and scour depth on the accuracy of
the BSCC predictions with the proposed approach.

As for the PNF, Peeters and De Roeck52 reported 1-year monitoring results of the Z-24 bridge with a main span of
30 m supported by four concrete piers, in which the PNF of the bridge was measured under real environmental effects.
According to the results, the standard deviation of 40 plus measured PNFs of this bridge at a temperature of 15�C is
0.0164 Hz for one scour depth. Based on these field results, a standard deviation of 0.0164 Hz was adopted to generate
“inaccurate” PNFs for evaluating the performance of the proposed approach. Systematic errors due to inappropriate
operations and bad equipment calibrations were not considered here; therefore, the mean of PNFs is equal to the “true”
solution calculated with the numerical simulation program detailed in Section 2.2. MATLAB programs were developed
to generate random PNFs with such a deviation and the mean value.

To obtain random errors in scour depth measurements, we refer to the recently proposed sensor techniques for mea-
suring scour depths. Here, we take the time domain reflectometry (TRD) sensor for example. The scour depths
measured by the TRD sensor has an absolute deviation of 1.5 cm.5,53 Similar to the PNF, systematic errors that need to

FIGURE 10 Comparison of the BSCC predictions based on different numbers of measurements: (a) two soil layers of Case 1 with 2–15
points, initial scour depth = 0; (b) three soil layers of Case 1 with 2–15 points, initial scour depth = 0; (c) two soil layers of Case 2 with 2–4
points, initial scour depth = 3.4 m; and (d) three soil layers of Case 4 with 2–4 points, initial scour depth = 10 m. Note that the BSCCs

before the initial scour depth (i.e., divided by the vertical dashed line) are also plotted in (c) and (d)
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be avoided in field measurements were not considered for scour depth measurements. Accordingly, values of scour
depths from the numerical simulation were used as the “true” value and consequently the mean of measured scour
depths. An absolute deviation of 1.5 cm was utilized to generate measured scour depths with random errors using the
MATLAB programs. Six scenarios from light to severe scour conditions were evaluated with two soil layers using three
measured data points. The details of randomly generated scour depths and PNFs are tabulated in Table 5.

BSCCs can be predicted at the high accuracy using field measurements with random errors. As shown in Figure 11,
the predicted whole BSCCs are in good agreement with the true solution. In zoom-in views, the predicted and actual
results are very close for Scenarios 1–3 and 6 in all three local scour depth ranges. There are slight differences between
the predicted BSCCs and the true solution for Scenarios 4 and 5. However, this difference is very small. For all the sce-
narios, the average and maximum differences for scour depths are about 1.5 and 3 cm, respectively.

Table 6 shows the predicted values for two soil layers considering measurement errors tabulated in Table 5. Due to
the random deviations, differences between the predicted values and the true values can be observed, which are more
significant than those without considering the errors in PNF and scour depth measurements in Table 2. The best objec-
tive values of most of the scenarios in Table 6 are higher than 10�5, though the evaluation number increases signifi-
cantly. However, the good BSCC predictions with field measurement errors in Figure 11 indicate that the proposed
simulation-based optimization approach for predicting the whole BSCC can accommodate and even compromise the
measurement errors in a very satisfactory way. This fact proves the accuracy, reliability, and flexibility of the proposed
approach for field applications. It is worthwhile to mention that the proposed approach is evaluated using the BSCC
from 1D sprung-beam simulations of a single pier for simply supported bridges, while the BSCC from 3D simulations

TABLE 5 Scenarios with two soil

layers considering measurement errors

Scenario

Random scour depth (m) Random PNF (Hz)

Point 1 Point 2 Point 3 Point 1 Point 2 Point 3

1 0 0.1094 0.204 7.4152 7.2207 7.1799

2 0 0.1122 0.1879 7.4365 7.194 7.1666

3 0 0.0888 0.1934 7.3694 7.2084 7.099

4 0 0.1124 0.2014 7.4206 7.2211 7.171

5 3.5094 3.604 3.7137 3.9576 3.8887 3.8775

6 10.0094 10.104 10.2137 0.5141 0.4875 0.4424

FIGURE 11 BSCC predictions considering measurement errors for two soil layers
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(e.g., a pier with a group of piles for deep foundations) has not been considered. Further research is thus needed to eval-
uate the performance of the proposed approach for the 3D simulation BSCC.

4 | CONCLUDING REMARKS

No theory or method is currently available to guide the prediction of scour depths based on measured PNFs. This miss-
ing theory or method is a key issue that prevents the wide application of the PNF-based method for bridge scour detec-
tion, which is also applicable to the health monitoring of other structures with soil–structure interaction. This study
addresses this key issue by presenting a comprehensive investigation into the BSCC including its characteristics, predic-
tion, and application, to enable the PNF-based bridge scour monitoring method in practice.

For the BSCC prediction, we proposed a simulation-based optimization method, in which the whole BSCC, that is,
from light to severe scour conditions, can be predicted with a few measured scour depth–PNF data points (e.g., 2–4)
within a small scour depth range (e.g., 0.2–0.5 m). This proposed approach integrates the Winkler-based numerical
model into a global optimization technique to first predict the modulus of subgrade reaction, which represents the
major influence of soils on the dynamic response of the pier but is difficult to obtain at real bridges, and then to predict
the whole BSCC to avoid the use of a closed-form BSCC function, which may not exist. The performance of the pro-
posed approach was evaluated using several practical scenarios with realistic multilayered soil conditions. We found
that the proposed approach is highly accurate for predicting the whole BSCC with four measured points or even less as
long as the “minimum criterion” is satisfied, regardless of the scour severity for the measurements and the number of
the soil layer.

For applications, we investigated the influence of random errors in the measurements of the PNF and scour depth
on the BSCC prediction. The results indicated that the predicted whole BSCCs are also in good agreement with the true
solution. Therefore, the proposed simulation-based optimization approach to predict the BSCC is accurate, capable, and
reliable for PNF-based scour monitoring at real bridges. This study provides a solid cornerstone for the maturation of
the PNF-based scour monitoring method and other frequency-based structural health monitoring methods involving
soil–structure interaction.
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TABLE 6 Settings and results for

two soil layers considering

measurement errorsParameter

Two soil layers

Layer 1 Layer 2

Evaluation number 2000

Measurement number 3

True value 128.1762 198.8717

Predicted value Best function value

Scenario 1 5086.9318 199.3862 2.60E-03

Scenario 2 2283.9951 199.105 3.10E-03

Scenario 3 1256.0351 197.9034 4.76E-04

Scenario 4 944.7371 201.394 2.40E-03

Scenario 5 944.7371 201.394 1.80E-03

Scenario 6 1256.0351 197.9034 3.87E-04

Note: To include all possible k0 values for all types of soils, the lower and upper boundaries for k0 in this
table are obtained using the elastic modulus of soils (MPa) with [0.1, 5000] for two soil layers.
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APPENDIX A.

A.1 | Taylor series expansion approximation
Applying the Taylor series expansion to the second and fourth derivatives of U and neglecting the transaction errors,
we obtain
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U
0 0 0 0
≈
Ui�2�4Ui�1þ6Ui�4Uiþ1þUiþ2

Δx4
, ðA1Þ

U
0 0
≈
Ui�1�2UiþUiþ1

Δx2
: ðA2Þ

A.2 | Soil stiffness determination
Accurate acquisition of the soil stiffness is critical to the accuracy of the numerical analysis of the soil-pier interaction.
According to Prendergast et al.,22 the small-strain stiffness method yielded good results for determining the soil stiff-
ness. The soil elastic modulus Es is the critical parameter for dynamic analyses on the small-strain level. Many ways are
available for obtaining Es, such as the cone penetration test54–56 via measuring the cone tip resistance and the geophysi-
cal method57,58 via measuring the shear wave velocity of the soil. These tests first obtain the shear modulus Gs (N/m

2)
of a soil in the measured area. Then, Es can be computed from Gs using the following expression

57:

Es ¼ 2Gs 1þνsð Þ, ðA3Þ

where νs is the small-strain Poisson's ratio of the soil and assumed to be a constant in this study. The relationship
between the modulus of subgrade reaction k0 and the material properties in the Winkler spring method51 is given by
Equation A4:

k0 ¼ 1:0Es

1�νs2
EsDp

4

EI

� �1=12
, ðA4Þ

where Dp is the pier diameter (m) and EI is the flexural rigidity of the pier (kN/m2). The lateral spring stiffness therefore
can be determined by multiplying k0 (kN/m

2) with the spacing of the adjacent springs.
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